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ABSTRACT
A virtual keyboard takes a large portion of precious screen real estate. We have investigated whether an invisible keyboard is a feasible design option, how to support it, and how well it performs. Our study showed users could correctly recall relative key positions even when keys were invisible, although with greater absolute errors and overlaps between neighboring keys. Our research also showed adapting the spatial model in decoding improved the invisible keyboard performance. This method increased the input speed by 11.5% over simply hiding the keyboard and using the default spatial model. Our 3-day multi-session user study showed typing on an invisible keyboard could reach a practical level of performance after only a few sessions of practice: the input speed increased from 31.3 WPM to 37.9 WPM after 20 - 25 minutes practice on each day in 3 days, approaching that of a regular visible keyboard (41.6 WPM). Overall, our investigation shows an invisible keyboard with adapted spatial model is a practical and promising interface option for the mobile text entry systems.
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INTRODUCTION
The HCI field has long aspired to realize Invisible user interfaces as an interaction paradigm. For example, Fishkin, Moran, and Harrison [9] envisioned that interaction paradigms would progress towards an ideal of the invisible user interface where there is no perceived mediation between users and computers, which mirror more real-world interactions. A sizable amount of research [18, 19, 20, 26] in line with this vision has been carried out, especially in the context of mobile computing.

A virtual keyboard is one of the most important user interfaces on mobile devices. In line with the invisible UI paradigm, reducing the keyboard’s visibility is compelling for many reasons, including the following:

First, an invisible keyboard frees a large portion of screen real estate, which offers more space for displaying multimedia content and other UI space. A keyboard usually occupies more than 40% of screen real estate (e.g., Figure 1a), resulting in an unsatisfying user experience. Li et al.’s survey [27] over 50 iPad users showed that the users desired to minimize the space occupied by the virtual keyboard. In fact, their ratings of the iPad display size dropped from 5 (1: very unsatisfied; 5: very satisfied) to 4 when the keyboard was visible. One of the reasons, as commented by the users, was that the remaining screen real estate was too small to work on properly, and they had to scroll up and down all the time.

Second, typing on an invisible keyboard mirror how an expert (i.e., touch typist) types on a physical keyboard or a typewriter. On traditional typewriters, typing without looking at the keyboard is considered superior to “hunt-and-peck”, because it allows the typist to focus attention on the composition of the text. Touch typing has been the standard typing method taught since at least the 1920’s [22]. Typing on an invisible keyboard connects to such typing experience.

If an invisible keyboard is desirable, is it practical? We expected it would be extremely challenging, if not impossible. The input signals would be very noisy. Previous research has shown the imprecision of finger touch and small key sizes...
already result in noisy input signals on a fully visible keyboard [2, 21]. The amount of noise would increase drastically if keys become invisible. Although many users have learned the key positions via the 10-finger motor skill on physical keyboards, such a skill may not fully transfer to virtual keyboards with 1 or 2 finger-typing.

On the other hand, research has shown cases that users are able to interact with spatial interfaces without visual feedback. Virtual Shelves [26] showed that users were able to point at a set of spatial positions without visual feedback; imaginary user interface research [18] showed users could interact with spatial interfaces that existed only in their imagination. Thanks to the dominance and wide adoption of the Qwerty layout, users’ memory on key locations might be strong enough to guide them to land the touch point in the vicinity of the target key position without visual cues.

Advances in statistical decoding also offer increasingly greater error tolerance to typing on virtual keyboards. With currently available statistical decoding technology, users were able to type between 22 - 24 WPM on a watch-sized keyboard [14], suggesting that the modern statistical decoder can handle the amount of imprecision due to the larger finger relative to the small watch-sized full Qwerty. Likewise, the correction ability of the decoder might be strong enough to correct input errors on invisible keyboards.

Contributions. We have investigated whether it was possible to make a keyboard invisible but functional, how users type on such a keyboard, and how to support it. Our investigation led to the following findings.

Our initial Wizard of Oz study showed all participants could correctly specify relative key positions on a virtual Qwerty keyboard even when keys were invisible, even though their typing patterns varied from typing on a visible keyboard.

Second, based on the initial study results, we designed the spatial model of the invisible keyboard decoder to account for the typing patterns. We derived the adapted spatial model for the invisible keyboard from our study data, integrated it into a state-of-the-art decoder with a language model, and systematically evaluated it. User studies showed that this method was very effective: it increased the input speed by 11.5% over using the default spatial model in decoding. We disclose the parameters of the derived spatial model (Appendix), which are available for use by other researchers.

Third, a 3-day multi-session evaluation showed that users could learn typing on an invisible keyboard with the adapted spatial model to a practical level. The input speed was 37.9 WPM, which was close to the speed on a regular visible keyboard (41.6 WPM), after 20 - 25 minute practice on each day in 3 days. This surprisingly promising performance was contrary to the common expectation that removing the key visual would hamper typing performance. The input speed on the invisible keyboard also increased from 31.3 WPM on day 1 to 37.9 WPM on day 3, showing a rapid learning process.

RELATED WORK

Our work builds on prior research on invisible and imaginary user interfaces, keyboards with reduced screen real estate, and statistical keyboard decoding techniques.

Invisible and Imaginary User Interfaces

Fishkin, Moran and Harrison [9] envisioned that user interfaces evolved from keyboard UI to Graphical UI (GUI), Gestural UI, Tangible UI, Embodied UI, and finally to invisible user interfaces, reflecting a progression towards tighter embodiments, more directness in manipulating the intended object, and more coincidence between input and output. Ever since then, researchers have made progress toward realizing this vision, and setting a general context for our work.

Research on invisible, imaginary and translucent user interfaces has shown the feasibility of users interacting without visual feedback, and the benefits of these interfaces. Li et al. [26] showed that users could pick an item out of 11 locations spread out along the phi and theta planes of a hemisphere. Gustafson et al.’s studies [18] showed participants could draw basic characters and sketches on an imaginary sketchpad, and acquire points in an imaginary space using left hand as a reference, despite the lack of visual feedback. Their research [19] also showed by using a physical device (e.g. an iPhone), a user inadvertently learned the interface and could then transfer that knowledge to an imaginary interface. Gupta et al. [17] proposed porous interfaces, a paradigm that combined translucent interfaces with finger identification, to support efficient multitasking on mobile devices.

Keyboards with Reduced Screen Real Estate

A considerable amount of effort has been invested into reducing the space occupied by a keyboard. Back to the era of feature phones, Letterwise [30] and other commercial dictionary-based disambiguation software supported reduced (or cluster) keyboard with 12 keys; Green et al. [15] created a reduced Qwerty keyboard which mapped four rows of a standard keyboard into the home row, with different characters encoded via modifier keys and multi-tap input. Clawson et al. [6] investigated the impacts of limited visual feedback on Twiddler and a mini-Qwerty physical keyboard, which showed that blind typing on Twiddler was faster and more accurate than on a mini-Qwerty keyboard.

As smartphones are becoming popular, research has been conducted on reducing the size of a virtual keyboard, to release more screen space for displaying content and interaction. Li et al. [27] proposed the ILine keyboard: condensing three rows of keys into one row by arranging 26 letters in eight keys at the bottom of a tablet device. Although the ILine keyboard was designed for 10-finger typing on a tablet, which had greater screen real estate than many portable touchscreen devices, users still benefited substantially from the extra space released from the keyboard. The Minuum Keyboard [23] is another commercialized one-row keyboard available on both Android and iOS.

Previous research also investigated back-of-the-device interaction for text entry. Wigdor et al. [39]’s LucidTouch enables
touch input on the back of the devices, by overlaying an image of the user’s hands onto the screen and creating an illusion of semi-transparency. It allows for accurate targeting, but still requires the presence of an on-screen keyboard for text entry tasks. Others also attempted applying a physical keyboard to the backside of the mobile devices to maximize the use of the display for visual output. Scott et al. [36]’s RearType supported 10-finger typing on iPad-size mobile devices at an average typing speed of 15 WPM. Kim et al. [24] presented the Back Keyboard, a Qwerty keyboard on the back of a mobile phone. Users were able to reach an average text entry rate of 15.3 WPM.

Beyond reducing keyboard sizes, the ASETNIOP Keyboard on tablet [28] provides a chorded keyboard system which supports 10-finger typing on an transparent keyboard; BlindType made a video demo showing the prototype of an invisible keyboard; the Fleksy Keyboard [10] supports an invisible keyboard mode. However, there is not any published document explaining how users type, how the keyboards work, or the performance for any of these keyboards.

Disappearing keyboard has been appealing to users. Previous researchers have explored supporting it on TV [29] and smartwatches [32]. Lu et al.’s work [29] showed that on a smart TV users could recall relative key positions on a touchpad with the keyboard displayed on the TV screen. Users could type at 17-23 WPM in such a setting. Mottelson et al. [32] developed a swipe-based transparent keyboard on a smartwatch. Users could enter text at 10.6 WPM after 30 minutes.

Previous research has also explored making the keyboard translucent. KeyGlasses [35] displays additional semi-transparent keys on the keyboard after each character input, in order to minimize the movement of the pointing device. Arif et al. [1] proposed the translucent keyboard with the camera view behind the keys, which enables users to perform text entry on the move while still able to see the surroundings for navigational purposes. Users of different expertise levels were able to reach an average of 24.07 WPM typing speed while walking through a course path. Going further, we have extended the invisible interaction paradigm to direct tapping on smartphones.

**Keyboard Decoding**

A significant amount of effort has been invested in improving virtual keyboard decoding, in order to handle noisy and error-prone input signals from finger touch. More and more recent research including this work has adopted a statistical approach: rather than deterministically mapping touch points into key sequences, it treats a touch point as a noisy signal, which has a probability distribution over multiple keys. The probability inferred from touch points are then combined with the probability from language models via the Bayes’ Rule to determine the probability of a word candidate. Goodman et al. [13] were the first to propose combining a language model with pen/touch model to correct input errors on soft keyboards. Bi and Zhai [4, 5] derived FFitts law [4] to model finger touch location with a dual Gaussian distribution model, offering a better approximation of touch model for text entry. Weir et al. [38] proposed a Gaussian Process regression approach to model the touch locations, and allowed users to control the uncertainty of input via touch pressure. Vertanen et al. [37] further proposed a sentence-level decoding approach by combining touch model and language models.

In addition to taking advantage of language models, researchers also explored other methods for decoding. Kristensson and Zhai [25] presented a pattern-matching approach which viewed the hit points as a high resolution geometric pattern, and matched it against patterns formed by the letter key center positions of legitimate words in a lexicon. Gunawardana et al. [16] developed key-target resizing algorithms, where the underlying target areas for keys were dynamically resized based on their probabilities.

**EXPERIMENT 1: UNDERSTANDING TYPING ON AN INVISIBLE KEYBOARD**

We first carried out a study to investigate the typing behavior on an invisible touchscreen keyboard. We aimed to answer the following two questions: 1) can users type when keys are invisible? 2) if they can, how do they type differently?

**Experiment Setup**

We designed an invisible Wizard of Oz keyboard to first capture users’ natural typing behaviors which were not biased towards any decoding algorithms. In the study, participants were instructed to type as naturally as possible, and assume that the keyboard would correct input errors. The output of the keyboard was shown as asterisks, as shown in Figure 2. In addition to avoiding bias towards any decoding algorithms, this task also reflected expert typing behavior where users typed ahead, ignored the intermediate output and relied on the keyboard to correct errors.

**Tasks.** The study included three keyboard conditions: visible, partially-invisible, and invisible (Figure 2). We included visible and partially-invisible as baseline conditions. In the partially-invisible condition, key labels were hidden but the boundaries were visible. Including these baseline conditions allowed us to observe how typing behaviors change as the keyboard visuals were reduced. In both conditions, the keyboard layouts were the same size as a regular Google keyboard on Nexus 5X. The key size was 6.5 by 8.1 mm (108 by 135 pixels). The invisible keyboard is shown in Figure 2a. The last row of the keyboard (with functional keys and space
key) was always visible to users; keyboard position and size were unknown to the users.

![Figure 2. The application used in Experiment 1. (a) is an invisible keyboard; (b) is a partially-invisible keyboard, where only the boundaries of each key are visible; (c) is a visible keyboard.](image)

Participants and Apparatus. We recruited 18 participants (8 female), aged from 18 to 50. All participants had at least one year experience of typing on touchscreen keyboards on mobile devices. The median of self-reported familiarity with Qwerty keyboard (1: extremely unfamiliar; 10: extremely familiar) was 9. They used their preferred posture: 9 participants (50%) with two thumbs, 6 with one thumb (33.33%), and 3 with one index finger (16.67%). Approximately 70% of the participants used Google keyboards on a daily basis, and the rest of the participants used iOS keyboards on iPhones.

The experiment was conducted on a LG Nexus 5X device running Android 6.0. The phrases were randomly selected from MacKenzie and Soukoreff’s test set [31]. The same set of phrases were used for all the participants.

Design. The study was a within-subject design. The independent variable was the three levels of keyboard visibility conditions: visible, partially-invisible, and invisible. The orders of the three conditions were counterbalanced across participants. Participant were instructed to complete three tasks. Each of the tasks was for one keyboard condition. Each task consisted of 4 blocks, and each block had 10 phrases. Participants could take a short break after each block.

In total, the study included: 3 layouts × 4 blocks × 10 phrases × 18 participants = 2160 phrase.

Results
Figure 3 shows the distributions of touch points for each key in each condition. As shown in Figure 3c, the centers of touch point distributions formed a Qwerty layout, showing that participants were able to correctly memorize the relative key positions even when keys were invisible.

Vertical Offsets
We define the vertical offset as $y_t - y_c$, where $y_t$ is the y coordinate of a touch point and $y_c$ is the y coordinate of the geometric center of the target key. A positive/negative vertical offset indicates the touch point is below/above the key center.

The mean vertical offset across keys (in pixels) were $-96.4 (SD = 38.8)$ for the invisible, $22.6 (SD = 5.0)$ for partially-invisible conditions, and $20.8 (SD = 7.6)$ for the visible condition. The invisible condition resulted in the greatest offset, which was more than 4 times as great as that in the visible condition. ANOVA showed the keyboard visibility had a main effect on vertical offset ($F_{2,34} = 74.66, p < 0.0001$). Pairwise comparisons with bonferroni adjustment showed the differences between invisible vs. partially-invisible condition and invisible vs. visible condition were significant (both $p < 0.0001$), while the difference between partially-invisible vs. visible condition was not ($p > 0.05$).

As shown in Table 2 in Appendix, the mean offset for 25 out of 26 keys in the visible condition and for all keys in the partially-invisible condition were positive, indicating that participants tended to land touch points below key centers. This finding concurs with the observation in Azenkot and Zhai’s study [2]. In contrast, in the invisible condition touch points had a strong upward shift: the mean vertical offset of every key was negative. In the invisible condition, touch points for the top-row keys (e.g., “q”, “w”, “e”) had greater vertical offsets in magnitude than those for the bottom-row keys (e.g., “x”, “c”, “v”). The mean offset was $-44.52 (SD = 18.2)$ for the bottom row, $-93.1 (SD = 8.77)$ for the middle row, and $-135.7 (SD = 8.2)$ for the top row (in pixels). The vertical offset in the top row was 3.05 times as great as that in the bottom row.

Horizontal Offsets
Similarly, we define the horizontal offset as $x_t - x_c$, where $x_t$ is the x coordinate of a touch point and $x_c$ is the x coordinate of the geometric center of the target key on a regular keyboard. A positive/negative offset indicates hitting to the right/left of the key center.

The mean horizontal offset was the largest in magnitude in the invisible condition, at $-47.3$ pixels ($SD = 35.1$), which was also 4 times as great as that in the visible condition ($M = -10.5, SD = 5.7$). The mean for keys in the partially-invisible condition was $-25.3$ pixels ($SD = 19.2$), smaller than in the invisible condition, but greater than that in the visible condition. There was a main effect of keyboard type on horizontal offset ($F_{2,34} = 36.06, p < 0.0001$). Pairwise comparisons with bonferroni adjustment showed the differences between any two conditions were significant ($p < 0.0001$).

Variances
As expected, we observed greater variances in the invisible and partially-invisible conditions. The mean standard deviations (in pixels) across keys were 48.0 ($x$ direction) and 38.7 ($y$ direction) for the invisible, 33.6 and 13.8 for the partially-invisible, and 15.5 and 10.2 for the visible condition, as shown in Figure 5. The standard deviations in the $x$ and $y$ directions in the invisible condition were 3.10 times, and 3.81 times as great as those in the visible condition, respectively. ANOVA showed keyboard type had a main effect on mean standard deviations ($F_{2,34} = 24.87, p < 0.0001$ for $x$...
direction, $F_{2,14} = 41.54, p < 0.0001$ for $y$ direction). Pairwise comparisons with bonferroni adjustment also showed that the differences between any two conditions were significant ($p < 0.0001$). The results showed that in the invisible condition the standard deviation in the $y$ direction increased drastically from the bottom row to the top row. The mean standard deviation in $y$ were 50.6 ($SD = 5.8$) for the bottom row, 65.2 ($SD = 3.7$) for the middle row, and 80.7 ($SD = 9.3$) for the top row in pixels. The standard deviation for the top row was 60% greater than that for the bottom row.

**Discussion**

*Can Users Type When Keys Are Invisible?*

The answer to this question is affirmative. The results showed users were able to correctly recall key locations relative to the
that for the bottom-row keys, and the mean vertical offset was 3.05 times as great as that of the bottom-row keys. The bottom row was adjacent to the space bar row, which might serve as a reference for locating the bottom-row keys, resulting in less variances and offsets.

**Typing Patterns on a Partially-Invisible Keyboard**

Our study also showed how users typed in the partially-invisible condition. The offsets and variances of touch points in the partially-invisible condition were greater than those in the visible condition, but smaller than those in the invisible condition. These results matched the intuition that the level of visual guidance in the partially-invisible condition was an intermediate between the visible and the invisible conditions. Interestingly, as shown in Figures 3 and 4, the touch point distributions in the partially-invisible condition were very different from those in the invisible condition, but similar to those in the visible condition.

**ADAPTING SPATIAL MODEL FOR INVISIBLE KEYBOARDS**

Experiment 1 showed it was possible to type on an invisible keyboard. On the other hand, the distinct typing patterns indicated that the typical keyboard decoder, which is designed to handle input signals on a regular visible keyboard, might not work well for keyboards with reduced visibility. To account for the distinct typing patterns, we have derived a spatial model based on the study results for the invisible keyboard, integrated them into a state-of-the-art decoder with language models, and systematically evaluated it. In this section, we first explain the basic principle and spatial model for statistical decoding. Readers familiar with these two concepts can skip it. We then describe how we derived the spatial models for the invisible keyboard and integrated it into a state-of-the-art decoder.

**Statistical Decoding Principle**

Fundamentally, the current keyboard decoding [5, 11, 13, 37, 38] usually relies on two types of knowledge represented by two models: a spatial model (SM) that relates a touch point to keys on a keyboard, and a language model (LM) that gives the prior probability distributions of words given history. As soon as the user reaches the word boundary such as hitting a space or punctuation, the decoder combines the probabilities from these two models to generate the final probability of a word according to the Bayes’ theorem, and suggests the words with highest final probabilities to the user.

Formally, given a set of touch points on the keyboard \( S = \{s_1, s_2, s_3, ..., s_n\} \), the decoder is to find word \( W^* \) in lexicon \( L \) that satisfies:

\[
W^* = \arg \max_{W \in L} P(W|S). \tag{1}
\]

From the Bayes’ rule,

\[
P(W|S) = \frac{P(S|W)P(W)}{P(S)}. \tag{2}
\]

As \( P(S) \) is an invariant across words, Equation (1) becomes:

\[
W^* = \arg \max_{W \in L} P(S|W)P(W). \tag{3}
\]
$P(W)$ is obtained from a language model (LM) and $P(S|W)$ is from a spatial model (SM).

### Spatial Model

This section describes how a decoder calculates $P(S|W)$ from a spatial model.

Assuming that $W$ is comprised of $n$ letters: $c_1, c_2, c_3, \ldots, c_n$, $S$ has $n$ touch points, and each tap is independent, we have:

$$P(S|W) = \prod_{i=1}^{n} P(s_i|c_i).$$

(4)

As shown in previous research, touch points for tapping a key follow a bivariate Gaussian distribution [2]. Therefore, assuming the coordinates of $s_i$ is $(x_i, y_i)$, $P(s_i|c_i)$ can be calculated as:

$$P(s_i|c_i) = \frac{1}{2\pi \sigma_i \sigma_y} \exp \left[ -\frac{z}{2(1-\rho_i^2)} \right],$$

(5)

where

$$z = \frac{(x_i - \mu_i)^2}{\sigma_i^2} - \frac{2\rho_i (x_i - \mu_i)(y_i - \mu_y)}{\sigma_i \sigma_y} + \frac{(y_i - \mu_y)^2}{\sigma_y^2}.$$

(6)

$(\mu_i, \mu_y)$ is the center of the touch point distribution aimed on key $c_i$; $\sigma_i$ and $\sigma_y$ are standard deviations; $\rho_i$ is the correlation.

The decoder usually uses the center of key $c_i$, or the center with a small, constant offset as $(\mu_i, \mu_y)$, and constant $\sigma_i$ and $\sigma_y$ across keys.

### Deriving Spatial Model for Invisible Keyboards

To adapt the decoder to the invisible keyboard, we calculated the spatial model parameters according to the study results. More specifically, for each key $c_i$, we changed $\mu_i, \sigma_i, \sigma_y,$ and $\rho_i$ in Equations (5) and (6) to the values estimated from the study data (Figure 3 and Table 2 in Appendix). We then swap the existing spatial model of the Google Keyboard decoder with the adapted spatial model we calculated.

Note that a keyboard decoder also adds penalties to different types of spelling or cognitive errors such as insertion, omission, and transposition errors. Since our study did not show whether the error type changed when typing on an invisible keyboard, we kept this procedure unchanged. We used a language model which had a lexicon of 70K words.

We kept auxiliary keys such as space bar, period, comma, shift, and backspace keys visible, because input from these keys could not be corrected by the decoder, and some served special functions (e.g., backspace for deletion and shift for switching keyboard layouts).

To fully release the screen real estate previously occupied by the keyboard to the background content, we moved the suggestion bar to the bottom of the keyboard. It also allowed users to easily select suggestions at the end of entering a word, since it was close to the word delimiter keys (e.g., space, punctuation). We decided including the suggestion bar for the invisible keyboard design because of the following two reasons. First, it reflected the common practice in existing touchscreen keyboards. The suggestion bar is by default turned on in major keyboard products (e.g., SwiftKey, Swype, Google Keyboard). Even the iPhone keyboard (iOS 11) recently switched to the default-on mode for suggestion bar. Although its general utility is low [33], the suggestion bar serves as a “safety net” in case the top auto-correction fails, and is necessary for entering Out-Of-Vocabulary words. Second, the suggestion bar could be very useful, if not necessary, when the input signal is ambiguous or noisy especially on an invisible keyboard. We have implemented the invisible keyboard (shown in Figure 1b) as a general touchscreen input method service, which is compatible with all applications running on the Android devices.

### EXPERIMENT 2: EVALUATING SPATIAL ADAPTATION METHOD

We conducted a study to investigate the effectiveness of the spatial adaption method. We compared the invisible keyboard with the adapted spatial model (referred as adapted), with a baseline invisible keyboard (referred as unadapted) whose decoder remained the same as a regular visible keyboard. In other words, the baseline was a condition in which we simply hid keys and made no changes to the decoder.

#### Experiment Setup

**Design.** The study was a typical phrase transcription task. It was a within-subject design. The independent variable was the invisible keyboard with two different decoders: spatially-adapted and unadapted.

Before the formal study, participants performed a practice session with five phrases. Each participant was instructed to complete a phrase input session for each keyboard. A session included 4 blocks, each with 10 phrases. To reflect the regular text entry behavior, participants were allowed to freely use backspace and suggestion bars. At the beginning of each trial, a phrase was displayed to help participants quickly memorize the phrase. The participant was instructed to enter it as quickly and accurately as possible. After entering a phrase, the user pressed the “Done” button to proceed to next phrase. The order of the two keyboards were counter-balanced across participants.

**Participants and Apparatus.** 12 subjects (2 female), aged from 18 to 40 participated in this experiment. All participants had at least one year experience of typing on touchscreen keyboard on mobile devices. The median of self-reported familiarity with the Qwerty keyboard (1: extremely unfamiliar; 10: extremely familiar) was 9. They used their preferred posture (two thumbs, one thumb, or index finger) throughout the study. The experiment was conducted on an LG Nexus 5X device running Android 6.0. Figure 6 shows the application used in the study. Each participant typed the same set of 40 phrases randomly chosen from MacKenzie and Soukoreff’s test set [31].

In total, the study included:

12 participants × 2 keyboards × 40 phrases = 960 phrases.
the expected string. The word error rate is defined as:

\[
\text{Error Rate} = \frac{\text{MW}D(S, P)}{\text{LengthInWords}(P)} \times 100%,
\]

where \( \text{MW}D(S, P) \) is the minimum word distance between the transcribed phrase \( S \) and the target phrase \( P \), and \( \text{LengthInWords}(P) \) is the number of words in \( P \). Since participants were encouraged to correct errors while entering phrases, this value reflects the word error rate after correction.

The means of word error rate were 3.83\% (\( SD = 5.5\% \)) for the spatially-adapted, and 2.48\% (\( SD = 2.24\% \)) for the unadapted. ANOVA did not show a significant main effect of keyboard type (\( F_{1,11} = 1.057, p = 0.326 \)).

**Subjective Rating.** At the end of the study, participants were asked to rate the keyboard using a 5-level scale (1: very dislike, 5: very like). The median ratings were 3 (OK) for the spatially-adapted, slightly higher than that of the unadapted (2: Dislike); the modes were 4 (like) for both keyboards. Many users commented that they preferred typing on the spatially-adapted keyboard because the keys were positioned further apart and made it easier for typing.

**Discussion**

The derived spatial model outperformed the existing spatial model. The input speed of the keyboard with the derived spatial model was 11.5\% faster than the unadapted in the invisible condition. The difference was statistically significant (\( p < 0.05 \)).

This promising result was observed after the adapted spatial model was integrated into a state-of-the-art decoder with language models. It suggests that the spatial typing patterns are strong enough to generate significant benefits even when language models are present. This is not obvious because the spatial adaption could have just negligible effects due to the presence of language models: the correction ability from language models might be very strong so that the improvement from the spatial adaption has only minor effects. Our study shows this is not the case. Our finding also has strong external validity: the participants and phrases in this study were totally different from those in the previous study based on which the spatial model was derived.

Our finding expands the understanding on the effectiveness of spatial adaption. Literature has shown that spatial adaption reduced the error rates for 10 finger typing on a tablet [7], for posture, key location and individual adaption [12, 40], and for TV with a keyboard displayed [29]. Our research shows spatial adaption is effective for typing on an invisible keyboard for 1- and 2-finger typing.

**EXPERIMENT 3: EVALUATING INVISIBLE KEYBOARD**

To understand the overall performance of the invisible keyboard and its learnability, we conducted a 3-day multi-session user study. Because the previous study showed the spatial adaption was effective, the decoders of the invisible keyboard was adapted according to the data collected in the data collection experiment (Table 2 in Appendix).
Experiment Setup

Design. We adopted a between-subject design to eliminate the potential carry-over effect between keyboard conditions. The independent variable was the keyboard visibility with 2 levels: invisible and visible. We included the visible condition as the baseline. In both conditions, participants performed phrase transcription tasks in three consecutive days. This multi-day study design allowed us to evaluate the learnability of the keyboard. The test phrase set included 40 phrases randomly chosen from MacKenzie and Soukoreff’s test set [31]. The same test set was used over 3 days and keyboards, to ensure the validity of the measurement.

The phrase transcription task was the same with that in the previous study evaluating the spatial adaption method. Figure 8 shows the screenshots of the keyboards in the study. Each task on each day took approximately 20 - 25 minutes.

Participants and Apparatus. 20 subjects (6 female, 30%) aged from 18 to 34 participated in the study: 10 for the invisible and 10 for the visible condition. All participants had at least one year experience of typing on touchscreen keyboard on mobile devices. The median of self-reported familiarity with the Qwerty keyboard (1: extremely unfamiliar; 10: extremely familiar) was 9. The apparatus was the same with that in the previous study.

Results

Speed. Figure 9 shows the input speed by keyboard condition and day. As shown, the input speeds of the invisible keyboards increased from day 1 to day 3. ANOVA showed the day had a significant main effect on the input speed ($F_{2,18} = 8.862, p = 0.00209$). Pairwise comparison with bonferroni adjustment showed the difference was significant for day 1 vs. day 2, day 1 vs. day 3 ($p = 0.039, p = 0.030$ respectively), but not for day 2 vs. day 3 ($p = 0.317$). The input speeds of the visible keyboard exhibited a similar trend over the three days, however, ANOVA did not show a significant main effect of the day on the input speed ($F_{2,18} = 3.092, p = 0.0701$). Pairwise comparison with bonferroni adjustment did not show significant differences between any two days ($p > 0.05$). The results confirmed that training had little effect on the performance of the visible keyboard.

We also compared the input speeds of the invisible keyboard on day 3, which approximated the expert-level performance, with the baseline condition (i.e., visible keyboard). The means of input speeds in WPM were 37.9 ($SD = 6.85$) for the invisible keyboard on day 3, and 41.6 ($SD = 6.10$) for the visible keyboard. ANOVA did not show a main effect of keyboard type on input speed ($F_{1,18} = 1.587, p = 0.224$). This showed that after a 3-session training, the input speed of invisible keyboard (37.9) was very close to that of the visible keyboard (41.6).

Word Error Rate. The mean error rates for each keyboard condition on each day are shown in Table 1.

The mean error rates were all under 3% in both conditions on each day. For the invisible keyboard, ANOVA showed the day had a significant main effect on the error rate ($F_{2,18} = 3.999, p = 0.0366$). For the visible keyboard, ANOVA did not exhibit a significant main effect of the day on the error rate ($F_{2,18} = 0.924, p = 0.415$). As for the expert-level performance on the last day of the study, there was no significant effect of keyboard visibility on the word error rate ($F_{1,18} = 0, p = 0.984$).

Subjective Ratings. To understand users’ preferences of different design options, each participant rated the keyboard using a 5-level scale: 1 (Very dislike) - 5 (Very like) at the end of the study session on each day. Figure 10 shows the median of the ratings over 3 days on each keyboard. As shown, users’ subjective ratings increased from day 1 to day 3 for the invisible keyboard.

Discussion

Our study shows that the invisible keyboard is a practical and easy-to-learn design option for a virtual keyboard. The novice input speed was above 30 WPM. After 20 - 25 minutes practice for three consecutive days, users were able to enter text at 37.9 WPM, only 4 WPM slower than the speed of the regular visible keyboard. ANOVA did not show a significant difference for input speed on the last day ($p = 0.0701$). These
promising results were remarkable. Although previous research showed that users could type to a certain degree relying on finger motor memory [8, 29], our results showed users could type with no visuals on keyboard reasonably well after a short period of training. Note that our finding was obtained based a sample of 20 participants who all had experience with virtual keyboards. The sample size was relatively small and future research is needed to investigate the performance of users with little experience of typing on virtual keyboards.

The promising performance of the invisible keyboard can be largely attributed to the correction ability of the decoder. 70% (7 of 10) of the participants commented that the keyboard was able to correct most of their errors and they relied on it to enter text. To quantify the error correction ability, we examined error reduction rate, which is the number of correct auto-correction or suggestions divided by the total number of incorrect literal strings. This metric was 94.2% for the invisible keyboard.

Some users raised a question about interacting with the widgets underneath the keyboard during text entry. As shown in the previous research [17], multitasking is challenging on mobile devices. One solution is to use finger identification technique to assign input from different fingers to different applications [17].

Overall, our investigation shows that the invisible keyboard is viable, practical, and easy-to-learn. It saves precious screen real estate, and introduces little performance degradation after 20 - 25 minute practice on each day in 3 days.

CONCLUSIONS

Invisible keyboard is a desirable design option. Our research on invisible keyboard answered a set of questions through 3 experiments: Are users able type on an invisible keyboard? If so, how will users type differently? What technology can be applied to support it? What is its performance?

First, Experiment 1 showed it was possible to type on an invisible keyboard. Users had strong memory recall on key positions: they could correctly recall key positions relative to the Qwerty layout even when keys were completely invisible and with 1 or 2 finger typing. On the other hand, their touch point distributions exhibited different patterns compared with those on a visible keyboard.

Second, we examined whether adapting the spatial model of the decoder would improve the performance of the invisible keyboard. We derived the adapted spatial model for the invisible keyboard from our study data, integrated it into a state-of-the-art decoder with a language model, and systematically evaluated it. Experiment 2 showed this method was very effective. It increased the typing speed of the invisible keyboard by 11.5% over the baseline invisible keyboard which used the default spatial model (i.e., unadapted) and simply hid the keys. We disclose the parameters of the derived spatial model (in Appendix), which are available for use by other researchers.

Third, Experiment 3 showed typing on the invisible keyboard was easy-to-learn, practical and promising. It was remarkable that the input speed of the invisible keyboard was approaching the visible keyboard after 60 - 75 minutes practice in 3 days (20 - 25 minutes on each day). No significant difference was observed between the speed of the invisible keyboard on the last day (37.9 WPM) and the speed of a regular visible keyboard (41.6 WPM). Typing on an invisible keyboard was also easy to learn. The input speed of the invisible keyboard increased from 31.3 WPM on day 1 to 37.9 WPM on day 3, showing a rapid learning process.

Overall, our investigation shows that an invisible keyboard with adapted spatial model is a practical and promising interface option for the mobile text entry systems.
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## APPENDIX

### SPATIAL MODEL

<table>
<thead>
<tr>
<th>Key</th>
<th>Visible condition</th>
<th>Partially-Invisible condition</th>
<th>Invisible condition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu_x$</td>
<td>$\sigma_x$</td>
<td>$\mu_y$</td>
</tr>
<tr>
<td>a</td>
<td>-24.37</td>
<td>33.49</td>
<td>27.21</td>
</tr>
<tr>
<td>b</td>
<td>-12.40</td>
<td>29.43</td>
<td>19.89</td>
</tr>
<tr>
<td>c</td>
<td>-6.43</td>
<td>27.40</td>
<td>19.46</td>
</tr>
<tr>
<td>d</td>
<td>-6.15</td>
<td>29.06</td>
<td>18.78</td>
</tr>
<tr>
<td>e</td>
<td>-15.23</td>
<td>29.44</td>
<td>22.87</td>
</tr>
<tr>
<td>f</td>
<td>-10.28</td>
<td>22.60</td>
<td>17.65</td>
</tr>
<tr>
<td>g</td>
<td>-12.77</td>
<td>27.07</td>
<td>23.93</td>
</tr>
<tr>
<td>h</td>
<td>-10.62</td>
<td>29.56</td>
<td>22.34</td>
</tr>
<tr>
<td>i</td>
<td>-10.71</td>
<td>29.56</td>
<td>22.08</td>
</tr>
<tr>
<td>j</td>
<td>-12.95</td>
<td>29.13</td>
<td>23.40</td>
</tr>
<tr>
<td>k</td>
<td>-14.01</td>
<td>27.49</td>
<td>23.95</td>
</tr>
<tr>
<td>l</td>
<td>-13.62</td>
<td>29.96</td>
<td>16.36</td>
</tr>
<tr>
<td>m</td>
<td>-13.86</td>
<td>27.32</td>
<td>23.84</td>
</tr>
<tr>
<td>n</td>
<td>-14.69</td>
<td>26.65</td>
<td>29.43</td>
</tr>
<tr>
<td>o</td>
<td>-14.88</td>
<td>29.16</td>
<td>31.42</td>
</tr>
<tr>
<td>p</td>
<td>-14.07</td>
<td>48.88</td>
<td>20.80</td>
</tr>
<tr>
<td>q</td>
<td>-9.43</td>
<td>31.60</td>
<td>24.31</td>
</tr>
<tr>
<td>r</td>
<td>-14.50</td>
<td>30.90</td>
<td>21.25</td>
</tr>
<tr>
<td>s</td>
<td>-6.14</td>
<td>26.93</td>
<td>24.06</td>
</tr>
<tr>
<td>t</td>
<td>-9.24</td>
<td>26.96</td>
<td>24.18</td>
</tr>
<tr>
<td>u</td>
<td>-10.50</td>
<td>24.90</td>
<td>14.28</td>
</tr>
<tr>
<td>v</td>
<td>-6.69</td>
<td>22.70</td>
<td>27.33</td>
</tr>
<tr>
<td>x</td>
<td>2.38</td>
<td>17.96</td>
<td>19.59</td>
</tr>
<tr>
<td>y</td>
<td>-8.77</td>
<td>30.38</td>
<td>27.67</td>
</tr>
<tr>
<td>z</td>
<td>-15.44</td>
<td>28.87</td>
<td>14.97</td>
</tr>
</tbody>
</table>

Table 2. Touch point distribution parameters (in pixels) per key in visible, partially-invisible and invisible conditions. $\mu_x$ and $\mu_y$ are the optimized key center coordinates, in relation to the geometric center of each key; $\sigma_x$ and $\sigma_y$ are standard deviations; $\rho$ is the correlation.